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Abstract: The temperature in the laser irradiation area of an amorphous iron-based ribbon was calculated. As a result of the calculation a spatial temperature distribution and its time dependence were structured which allowed reproducing the geometric and structural characteristics of exposed areas. Simultaneously, an irradiated amorphous alloy was investigated by scanning electron microscopy which allowed determining the geometric and structural characteristics of these areas experimentally and obtaining their dependencies on the laser pulse parameters. The results of theoretical calculations were compared with the experimental data.
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1. Introduction

Amorphous metal alloys due to their unique properties have been the subject of thorough experimental studies for a long time. In recent years, the intensity of these investigations has increased especially due to the possibility of forming nanocrystalline materials. Heating of an amorphous material leads to the transition from the metastable state to the equilibrium one, resulting in the formation of crystalline phases, the grain size, structural arrangement and chemical composition of which depend on the heating conditions, including the heating-cooling rate and the temperature. Laser irradiation, which is one of the tools for modification of the structure of amorphous alloys, leads to non-equilibrium heating and cooling of the material and a non-uniform temperature distribution. In view of this there is a relevant problem of determining the local conditions of nucleation that depend on the parameters of exposure.
The main and most currently approved models of interaction of laser radiation with the materials are described in [1–3]. According to them, laser radiation, which is directed to the surface of the material, partly reflects and partly absorbs. The reflected wave forms in the surface layer (skin – layer), whose thickness in metals for infrared optical range is \(< 1 \mu m\). The intensity of the reflection is determined by the reflection coefficient \((A)\), which depends on the material type and radiation wavelength.

Analytical equations for thermal processes under different conditions of laser material processing are presented in [4, 5]. However, according to [5], the results of calculations according to formulas do not always agree with experimental data, which restricts their application. This is because the thermal parameters are not constant during an actual laser heating process. For more accurate calculation the dependence of thermo-physical properties of the material at the rapid heating and cooling should be taken into account. Thus, in order to obtain correct results, it is necessary to solve nonlinear differential equations of heat conduction. The problem is further complicated by the nonlinearity of the boundary conditions, and by the absorption capacity temperature dependence. Thus, the heat equation for the problem of laser treatment is a system of nonlinear differential equations and general solution methods considering these nonlinearities in the theory of heat conduction are missing. Therefore, approximate methods and solutions based on analytical representations, numerical methods, etc. are commonly used. One of them was used in this work to study the evolution of the temperature field under the influence of laser irradiation. It was particularly the numerical method that was used, with accounting for the linear approximations of the temperature dependence of the coefficients of specific heat, thermal conductivity and thermal diffusivity.

2. Experimental

The amorphous alloy Fe\(_{73.7}\)Si\(_{15.5}\)B\(_{7.4}\)Nb\(_{2.4}\)Cu\(_{1.0}\) was obtained by melt spinning in the form of ribbons 1–2 cm wide and approximately 25 \(\mu m\) thick. Irradiation was carried out in air atmosphere using pulsed laser radiation at the scanning modes of exposure, with the parameters presented in Table 1. The samples were fastened on a flat table and the laser beam was focused on the sample surface in a spot with diameter \(d_{ef}\). The mode of radiation was a single-mode TEM\(_{00}\), with the Gaussian distribution of intensity in the beam. The surface structure of amorphous ribbons in areas of laser irradiation was investigated by scanning electron microscopy.

3. Temperature distribution calculation method

Light absorption in metals occurs due to interaction of the electromagnetic wave with electrons. The excited electrons interacting with lattice phonons and other electrons, loss the energy that provides heat transfer. The average time between collisions of electrons in a conductor is of the order \(10^{-13}\) s. As the value
Table 1. Radiation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength $\lambda$, $\mu$m</td>
<td>1.06</td>
</tr>
<tr>
<td>Pulse duration $\tau$, ns</td>
<td>130</td>
</tr>
<tr>
<td>Pulse energy $E$, mJ</td>
<td>0.1–0.4</td>
</tr>
<tr>
<td>Pulses frequency $f$, kHz</td>
<td>50</td>
</tr>
<tr>
<td>Effective diameter of the focal spot $d_{ef}$, $\mu$m</td>
<td>30</td>
</tr>
</tbody>
</table>

of the duration of the laser pulse used in the experiment is much more ($10^{-7}$ s), the classical theory of heat conduction is applicable to calculate the time dependence of the temperature field [6]. The numerical method of finite differences was used to solve the problem. At the first stage of this procedure we used the method of building a 3-dimensional uniform grid with the cell size $\delta = 1 \mu$m and the heat transfer between these cells occurred through imagined walls. In a non-stationary process the heat passes in and out in each cell changing its internal energy. In the calculation of the irradiated area temperature the Gaussian distribution of radiation intensity allowed us to determine the “radiation dose” $E_{xy}$, for each irradiated cell with $x$, $y$ coordinates (Figure 1). The method, which is based on the splitting of three-dimensional equation into a simpler – one-dimensional equation along each axis ($X$, $Y$, $Z$) (coordinate-wise splitting method [7, 8]) was used to solve the problem of heat distribution. The heat transfer from a cell to any neighbor cells occurs under the Fourier law, which for the one-dimensional case is $q = -k(dT/dx)$. Applying the method of finite differences, we obtain the energy by heat transfer:

$$E_h = qS = -(k/\delta)\Delta T \Delta t S$$

where $\Delta T$ – the temperature difference between adjacent cells, and $S$ – the surface area through which the heat flows, which for the one-dimensional case is $S = \delta \times \delta$. The change in internal energy (input and output heat difference) of the considered cell during $\Delta t$ is:

$$E_n' = c_p \rho V \Delta T' = c_p \rho V (T' - T)$$

where $T$ – the temperature in the cell at current time $t$, $T'$ – the temperature in the cell at time $t + \Delta t$; $c_p$ and $\rho$ – the specific heat coefficient and density, respectively. In applying the numerical method of finite differences the formula for calculation is reduced to a form where the forthcoming temperature of the cell is a function of time and of the current temperature of this cell and of current temperatures of adjacent cells. Such equations need to be designed for all cells of the area under investigation.

The method of thermal balance was also used in the calculation procedure. The interrelation between the major heat sources and heat dissipation can be described by the following balance equations:

$$E - (A \times E + E_h + E_{melt} + E_{ev}) = E_n'$$

where $E$ – the laser pulse energy; $A$ – the refraction coefficient; $E_h$ – energy losses caused by heat transferring, $E_{melt}$, and $E_{ev}$ – specific heat of melting and
evaporation of the material, respectively, $E'_n$ – the internal energy of the cell. When the radiation flow is over, any further temperature distribution is mainly determined by the heat transfer process.

The time dependence of temperature as well as the spatial temperature distribution were simulated. An average linearly interpolated temperature dependence of heat capacity $c_p$ and heat conductance coefficients ($k$), obtained from experimental data for Fe-based amorphous alloys [9–11] were used. These values were obtained to be:

$$c_p = 401 + 0.51 \times T,$$ subject to $T_{room} < T < T_{melt}$

$$c_p = 938 \text{J/kg} \cdot \text{K},$$ subject to $T > T_{melt}$

$$k = 3 + 0.021 \times T,$$ subject to $T_{room} < T < T_{melt}$

$$k = 40 \text{W/m} \cdot \text{K},$$ subject to $T > T_{melt}$

Parameters $A$, $\rho$, $E_{melt}$ and $E_{ev}$ correspond to those for crystalline iron [12].

### 4. Results and discussions

The temperature variation during pulse laser irradiation was analyzed for different energies. For instance the results of calculation for the energy values $E = 0.114$ (a), 0.134 (b), 0.197 (c) and 0.245 mJ (d) (Figure 2) show that at pulse energy value $E = 0.114 \text{mJ}$ the temperature of the focused spot enter rises up to the iron melting temperature, so the melting of surface layers can be predicted. Thus, the local melting results in changes in the surface topology and this can be confirmed by a microscopic analysis. As follows from our results the melting process cannot be reached at lower energy. At higher energy values ($E = 0.197 \text{mJ}$) the temperature rises up to the boiling temperature of iron (Figure 2.c), so the intensive evaporation of surface layers is predicted to occur. Such local evaporation results in forming craters, which can be indicated by microscopic analysis too.

The obtained results allow evaluating the melting zone radius which can be determined from the maximum profile analysis, as is shown in Figure 3. For
Figure 2. Local temperature variation during pulse action: $E = 0.114$ (a), 0.134 (b), 0.197 (c), 0.245 mJ (d)

Figure 3. Temperature distribution at the end of pulse action ($E = 0.245$ mJ)

example, the melting zone radius for $E = 0.245$ mJ is found to be $r_{melt} \approx 11$ µm. As a result of this procedure the energy dependence of the radius was determined. At the same time this method allows evaluating the size and form of the zone
with conditions \((T_{\text{cryst}} \leq T \leq T_{\text{melt}})\) favorable for crystallization. The size of such a zone is restricted by \(r_{\text{cryst}}\) and \(r_{\text{melt}}\) and it is circle-like at low values of energy \((<0.11 \text{ mJ})\), while at higher values it transforms to being ring-like. The parameter \(T_{\text{cryst}}\) was assumed to be as an average temperature of crystallization for the Fe-Nb-Cu-Si-B alloy \((T_{\text{cryst}} = 800 \text{ K})\).

The time dependencies of temperature for center and boundary points of the focal spot at the indicated energy values (Figure 4) allowed us to evaluate the cooling rates, which were found to be \(\sim 10^9 \text{ K/s}\) at the start of cooling and decreased to about \(10^7 \text{ K/s}\) when the temperature was reduced to \(T_{\text{cryst}}\). The obtained values are much higher than the critical cooling rate at the spinning process \((10^6 \text{ K/s})\).

The irradiated surface of the ribbon was investigated by raster electron microscopy. The results of the microscopic analysis confirm the existence of melting zones and craters predicted by calculation. The structure of surface irradiated at \(E = 0.114, 0.134, \text{ and } 0.168 \text{ mJ}\) is shown in Figure 5.

The results, obtained by microscopic analysis, show that changes in surface topology begin to occur when \(E \geq 0.114 \text{ mJ}\) whereas at \(E \geq 0.168 \text{ mJ}\) the irradiated surface reveals craters. We suppose that these changes are related to local surface melting and evaporation processes, respectively. Using software we estimated the average radiuses of melting zones as well as the radius dependence on energy (Figure 6).

The comparison of results of experimental investigation of microstructure of the irradiated surface with the calculated data shows a good agreement. The predicted pulse energy values that correspond to the melting are in accordance with the experimental data. It follows from the calculations that the cooling rates are higher than the critical value at melt spinning. As far as cooling occurs while the liquid phase exist, reamorphization is expected to occur as a result. The results of the X-ray diffraction show an amorphous structure of irradiated samples [13]. The radius values of the melt zones, evaluated by calculation coincide with the experimentally evaluated ones with accuracy of less than 10%.
Figure 5. Irradiated surface: secondary electron analysis (a) backscattered electron analysis (b)

Figure 6. Radius dependence on energy; □ – experimental, • – calculated

5. Conclusions

The applied calculation methods (the numerical method of finite differences, the coordinate-wise splitting method, the method of building a 3-dimensional uniform grid and thermal balance) well describe the actual processes of heating-cooling in an amorphous alloy under laser irradiation. Approximations, such as average linearly interpolated temperature dependencies of heat capacity and heat conductance coefficients as well as the parameters $A$, $\rho$, $E_{\text{melt}}$ and $E_{\text{ev}}$ corresponding to those for crystalline iron, provide a satisfactory precision of calculations of the spatial temperature distribution and its time dependence.
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