Abstract: The article describes the problem of pattern recognition of sacroileitis. Classification is based on a scheme of multistage recognition with a fuzzy loss function dependent on the node of the decision tree. Decision rules are based on \(k\)-nearest neighbors at particular internal nodes of the decision-tree. Paper presents influence of comparison fuzzy numbers on classifications results.
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1. Medical description of the problem

Sacroileitis (Si-itis) belongs to the group of rheumatoid arthritis [1]. Si-itis is a chronic, mostly progressive, inflammatory process, embracing lower back-hip joints, small spine joints, fibrous rings and lower back ligaments, leading to their gradual stiffening. The cause of the disease is not well-known; infectious and hereditary factors are the most likely contributing causes. Participation of microbes is suggested by the considerable frequency of contagions, embracing especially ureters, prior to symptoms of the disease. Genetic predisposition to Si-itis is confirmed by its occurrence in affected families in about 20% of male and 8% of female relatives of the first degree. It has been shown, that the HLA B27 antigen is present in 90–96% of the ill in comparison to 5–14% in a test population of healthy individuals. From among those with a positive HLA B27 antigen morbidity on sacroileitis is only 1%. It is considered that the presence of the antigen testifies to a genetic predisposition to falling ill under the influence of environmental factors, probably infectious.

A correct diagnosis is more difficult due to the long time of disease development and large probability of first symptoms for different diseases. The period after which we have final disease results ranges from 5 to 10 years. A sufficiently early diagnosis of disease is important, for correct treatment to be prescribed already in the initial phase of Si-itis. Therefore, an attempt at a computer-aided prognosis of the development of sacroileitis is well justified.
2. Data description

Clinical material has been derived from the Research Institute of Rheumatic Diseases in Piestany. 84 patients with SI-itis were examined. Each case record was provided with a final diagnosis made after 5 years.

In the multistage classifier the following diseases and groups of diseases of the rheumatoid type have been defined as classes:

- ankylosing spondylitis (definitive) (1),
- ankylosing spondylitis (probable) (2),
- sacroileitis persistens (3),
- others (4).

The latter class includes the following diseases:

- arthritis periferal, sacroileitis present,
- arthritis periferal, sacroileitis absent,
- the Reiters syndrome,
- lumbagia only.

20 clinical features were used in examination, the exact description and characterization of which is given in [2].

3. Description of the method

Let us consider a pattern recognition problem, in which the number of classes is equal to $M$. Let us assume that the classes are organised in a $(N+1)$ horizontal decision tree. Let us number all the nodes of the constructed decision-tree with consecutive numbers of 0,1,2,... reserving 0 for the root-node. Let us then assign numbers of classes from the $M = \{1,2,\ldots,M\}$ set to the terminal nodes so that each one of them is labelled with the number of class connected with that node. This allows the introduction of the following notation:

$M(n)$ – the set of numbers of nodes, whose distance from the root is $n$, $n = 0,1,2,\ldots,N$. In particular, $M(0) = \{0\}$, $M(N) = M$, $M = \bigcup_{n=0}^{N-1} M(n)$ – the set of interior node numbers (non-terminal), $M_i \subseteq M(N)$ – the set of class numbers attainable from the $i$th node ($i \in M$), $M_i$ – the set of numbers of immediate descendant nodes $i$ ($i \in M$), $m_i$ – number of the immediate predecessor of the $i$th node ($i \neq 0$), $\tilde{L}(i_N,j_N) = L_w$ – fuzzy loss function dependent on the node of the decision tree, where $w$ is the first common predecessor of the nodes $i_N$ and $j_N$.

We will continue to adopt the probabilistic model of the recognition problem, i.e. we will assume that the class number of the pattern being recognised, $j_N \in M(N)$, and its observed features $x$ are realisations of a couple of random variables, $J_N$ and $X$.

A multistage classifier for the prognosis of SI-itis development has been proposed [2], so the selection of decision logic is a result of earlier researches. A two-level decision logic is presented in Figure 1, where the natural numbers are as described in the previous section. The interior nodes (0), (5) and (6) are described as sacroileitis, ankylosing spondylitis (the Bechterew disease) and other rheumatoid diseases, respectively.

For the prognosis of SI-itis development, a fuzzy loss function dependent on the node of the decision tree has been used. This loss function means that the loss
depends on the node of the decision tree at which a misclassification is made and allows an imprecise, linguistic description of loss. We assume the following linguistic descriptions: small, medium, big for a loss function connected with the suitable internal nodes (5), (6) and (0). In Figure 2 fuzzy loss functions are shown, represented with triangular fuzzy numbers.

Decision rules at each interior node are based on the $k$-nearest neighbors ($k$-NN) rule for a fuzzy loss function [3]:

$$\Psi^{(k-NN^*)}_{i_n,S_m}(x_{i_n}) = i_{n+1},$$

whereas

$$(\tilde{L}_n - \tilde{L}_{n+1})k_{i_{n+1}}^n + \sum_{j_{n+2} \in M^{n+1}} (\tilde{L}_{n+1} - \tilde{L}_{j_{n+2}})q(j_{n+2}/i_{n+1},j_{n+2})k_{j_{n+2}}^n +$$

$$+ \sum_{j_{n+3} \in M^{n+2}} [\tilde{L}_{j_{n+2}} - \tilde{L}_{j_{n+3}}]q(j_{n+3}/i_{n+1},j_{n+3})k_{j_{n+3}}^n +$$

$$\cdots + \sum_{j_{N} \in M^{N-1}} [\tilde{L}_{j_{N-1}} - \tilde{L}_{j_{N}}]q(j_{N}/i_{n+1},j_{N})k_{j_{N}}^n \ldots] =$$

$$= \max_{i \in M^n} \left\{ (\tilde{L}_n - \tilde{L}_i)k_i^n + \sum_{j_{n+2} \in M^{i+2}} (\tilde{L}_i - \tilde{L}_{j_{n+2}})q(j_{n+2}/i,j_{n+2})k_{j_{n+2}}^i +$$

$$+ \sum_{j_{n+3} \in M^{i+2}} [\tilde{L}_{j_{n+2}} - \tilde{L}_{j_{n+3}}]q(j_{n+3}/i,j_{n+3})k_{j_{n+3}}^i +$$

$$\cdots + \sum_{j_{N} \in M^{N-1}} [\tilde{L}_{j_{N-1}} - \tilde{L}_{j_{N}}]q(j_{N}/i,j_{N})k_{j_{N}}^i \ldots] \right\},$$
where \( k^i_j \) means the quantity of neighbors of points \( x_i \) from sequence \( X_{i,j} \) (sequence of measurements of learning objects \( X_i, i \in M \), belonging to node \( j \in M(n) \)) in \( k^i \) nearest neighbors. Number \( k^i \) is given and can vary for various \( i \).

Numbers \( k = 1, 3 \) and 5 were used for a two-stage prognosis of the SI-itis development. The probability of correct classification \( \hat{q}(i_n/i_k, i_n) \) was estimated by the leave-one-out method.

### Table 1. Results of feature selection in sacroileitis

<table>
<thead>
<tr>
<th>Node</th>
<th>List of the ranged feature numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>14 12 9 15 4 2</td>
</tr>
<tr>
<td>5</td>
<td>14 4 9 5 3 7</td>
</tr>
<tr>
<td>6</td>
<td>9 6 19 15 3 16</td>
</tr>
</tbody>
</table>

Table 1 lists the numbers of features selected at each interior node of the two-stage classifier of Figure 1 with a fuzzy loss function dependent on the node of the decision tree. Each row presents a list of 6 features from the entire set of 20 symptoms, selected and ordered by the sequential procedure according to their classification accuracy [2].

### 4. Results of the recognition algorithm

In order to evaluate the multistage classifier with a fuzzy loss function dependent on the node of the decision tree, a test was carried out with a different methods of comparison of fuzzy numbers [4–6]. Results of the frequency of correct classification are presented in Table 2.

### Table 2. Frequency of correct classification [%] in two-stage classifiers with zero-one and fuzzy loss functions

<table>
<thead>
<tr>
<th>Loss function</th>
<th>Method for fuzzy loss function</th>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–1</td>
<td>Yager</td>
<td>Chen</td>
</tr>
<tr>
<td></td>
<td>Campos-Gonzalez</td>
<td></td>
</tr>
<tr>
<td>( \lambda = 0 )</td>
<td>( \lambda = 0.5 )</td>
<td>( \lambda = 1 )</td>
</tr>
<tr>
<td>1</td>
<td>63.1</td>
<td>63.1</td>
</tr>
<tr>
<td>3</td>
<td>71.4</td>
<td>71.4</td>
</tr>
<tr>
<td>5</td>
<td>65.5</td>
<td>65.5</td>
</tr>
</tbody>
</table>

Comparing the frequencies of correct classification, we can formulate the following conclusions: among all the investigated algorithms the best result is always for \( k = 3 \). This regularity persists for all methods of comparison of fuzzy numbers and for the zero-one loss function. Provided a suitable selection of parameter \( \lambda \) for method [4] and \( k = 5 \), we can obtain better recognition results than for the zero-one loss function.

### 5. Conclusion

The obtained results seem to confirm the usefulness of multistage recognition algorithms with a fuzzy loss function in computer-aided medical diagnosis. For a longer learning set and a greater \( k \) algorithm with a fuzzy loss function it would probably
be better than an algorithm with the zero-one loss function. It is necessary to further test other methods of comparison of fuzzy numbers and apply other (parametric or non-parametric) estimators of conditional probability density functions.
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